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Abstract

The temperature distribution across a flat heat pipe sandwich structure, subjected to an intense localized thermal flux has been inves-
tigated both experimentally and computationally. The aluminum sandwich structure consisted of a pair of aluminum alloy face sheets, a
truncated square honeycomb (cruciform) core, a nickel metal foam wick and distilled water as the working fluid. Heat was applied via a
propane torch to the evaporator side of the flat heat pipe, while the condenser side was cooled via natural convective and radiative heat
transfer. A novel method was developed to estimate experimentally, the heat flux distribution of the torch on the evaporator side. This
heat flux distribution was modeled using a probability function and validated against the experimental data. Applying the estimated heat
flux distribution as the surface boundary condition, a finite volume analysis was performed for the wall, wick and vapor core regions of
the flat heat pipe to obtain the field variables in these domains. The results were found to agree well with the experimental data indicating
the thermal spreading effect of the flat heat pipe.
� 2006 Elsevier Ltd. All rights reserved.
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1. Introduction

The use of heat pipes as heat transport devices and heat
spreaders has found widespread application in many indus-
tries over the past several decades [1–4]. As a result, numer-
ous technical publications, focusing on many aspects of
heat pipe design and operation have appeared in the liter-
ature [5–8]. Designs have been optimized using theoretical
models of heat pipes that range from thermal resistance
models and simplified one-dimensional models, to those
consisting of coupled sets of highly non-linear, partial dif-
ferential equations describing the heat and fluid flow in all
regions of the heat pipe system. To obtain solutions to
these heat and fluid flow problems, various analytical and
0017-9310/$ - see front matter � 2006 Elsevier Ltd. All rights reserved.

doi:10.1016/j.ijheatmasstransfer.2006.03.035

* Corresponding author. Tel.: +1 518 2766487; fax: +1 518 2764061.
E-mail address: petersb@rpi.edu (G.P. Peterson).
numerical techniques have been applied. A relatively recent
review of both heat pipe modeling and applications can be
found in [9].

Although many of the recently reported investigations
pertain to the analysis of heat pipes used as heat sinks
and thermal spreaders for electronic cooling applications
[10–13], some of the research has focused on the analysis
of large heat pipes. One of the earliest papers on the flow
field analysis of heat pipes was presented by Van Ooijen
and Hoogendoorn [14], in which the vapor core of a flat
heat pipe was analyzed. Faghri [15,16] has performed
numerical studies on vapor flow in concentric double
walled heat pipes. Chen and Faghri [17] numerically ana-
lyzed the effects of single and multiple heat sources using
a model which included wall conduction and the effects
of vapor compressibility. Issacci et al. [18] used a two-
dimensional numerical model to analyze the start-up pro-
cess of flat heat pipes. Jang et al. [19] analyzed the transient

mailto:petersb@rpi.edu


Nomenclature

A area, m2

c specific heat per unit volume, J/(m3 K)
C specific heat, J/(kg K)
CE Ergun’s constant, 0.55
F non-linear function in Eq. (22)
f friction factor in the porous media
G linear approximation function (Eq. (23))
g gravitational constant, m/s2

h convection heat transfer coefficient, W/(m2 K)
hfg latent heat of vaporization, J/kg
H flat heat pipe height, m
j rate of evaporation/condensation (Eq. (19))
K permeability, m2

k thermal conductivity, W/(m K)
m00 mass flux, kg/(s m2)
P pressure, Pa
Q net heat transfer, J
q heat transfer rate, W
q00 heat flux, W/m2

r capillary radius, m
R vapor gas constant, J/(kg K)
ReK Reynolds number based on the permeability,

qluwK1/2/ll

t time, s
T temperature, K
u x-velocity component, m/s
v y-velocity component, m/s
vfg specific volume, vg � vf, m3/kg
V volume, m3

W flat heat pipe width, m
x axial direction, axial distance, m
y width direction, width, m

Greek symbols
C convective terms
d thickness, m

e emissivity
h the angle between the liquid–vapor interface and

solid surface
l dynamic viscosity, Pa s
q density, kg/m3

r Stefan–Boltzmann constant, 5.67 · 10�8 W/
(m2 K4)

rR surface tension, N/m
r̂ accommodation factor (Eq. (19))
t kinematics viscosity, m2/s
u porosity
W thermodynamic property function, J/kg

Subscripts

c condenser
conv convection
e evaporator
eff effective
exp experimental
f stationary condition
i liquid–vapor interface
in inlet
j index notation; j = 1,2 represent x and y-coordi-

nates respectively
l liquid
m mean
num numerical
o initial (reference) value
out outlet
rad radiation
s wall material
v vapor
w wick material
x width direction
y axial direction
1 ambient conditions
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compressible flow of vapor using a one-dimensional model,
and compared the results with experimental data. Tournier
and El-Genk [20] presented a transient two-dimensional
heat pipe analysis model. Wang and Vafai [21] used analyt-
ical models to predict the transient performance of a flat
plate heat pipe during startup and shutdown processes.
Zuo and Faghri [22] presented a network thermodynamic
analysis of heat pipes. Vadakkan et al. [23] numerically
investigated the transient performance of flat plate heat
pipes for large input heat fluxes and highly effective wick
thermal conductivity values. An experimental and theoret-
ical approach for the transient behavior of flat plate heat
pipes was developed by Xuan et al. [24], where the effects
of variations in the amount of the working fluid, thickness
of the porous medium and orientation on the performance
of flat plate heat pipes were all independently investigated.
Only a limited number of investigations have addressed the
analysis of the early transient performance of flat heat
pipes, making the information pertaining to the relatively
large period of time required for these devices to reach
steady-state operation, very limited.

The current investigation explores the numerical model-
ing of the thermal characteristics of a novel sandwich panel
heat plate which uses a periodic cellular metal core and
solid face sheets to provide structurally efficient load sup-
port in bending. The core serves a second function, provid-
ing support for a wick that is partially filled with a fluid.
The resulting system offers multifunctional opportunities
for simultaneous thermal spreading and mechanical load
support and might find application in many areas including
heating surfaces, electronic cooling modules and near the
leading edges of hypersonic vehicles [25].
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Here, a large flat heat pipe designed to dissipate high
input heat fluxes concentrated on a portion of the evapora-
tor is investigated. Governed by the intended use of this
system, it is almost always in the transient state; therefore
an explicit finite difference procedure was used to solve
the transient governing equations.

1.1. The physical model

The physical dimensions and the thermophysical prop-
erties of the flat heat pipe wall material and working fluid
of the flat heat pipe are shown in Tables 1 and 2, respec-
tively. Fig. 1 shows a schematic illustration of the heat
flux distribution applied to the evaporator surface of the
Table 1
Physical dimensions of the flat heat pipe

Width (W), m 0.06350
Height (H), m 0.55880
Wall thickness (ds), m 0.00635
Wick thickness (dw), m 0.00220

Table 2
Thermophysical properties of the working fluid and the flat heat pipe
material at 37.8 �C (values assumed to be constant throughout the
analysis)

Physical properties Liquid
(Water)

Vapor
(Water)

Solid wall

Density, kg/m3 996.7 0.04576 2700
Specific heat, J/(kg K) 4183 1420 908
Thermal conductivity,

W/(m K)
0.5969 0.01943 237.3

Viscosity, Pa s 8.7 · 10�4 1.024 · 10�5 –
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Fig. 1. Schematic diagram of the flat heat pipe under analysis.
thermal spreader. The reader is referred to Ref. [25] for
details of the experimental set up. The flat heat pipe
was locally heated for a period of 30 s using a propane
torch. Due to the lack of expressions for representing
the heat flux distribution of a flame on a flat surface, a
numerical study was first performed to obtain this input
heat flux. A one-dimensional non-uniform heat flux model
was imposed on the evaporator surface in the analysis of
the flat heat pipe.

For modeling purposes, the transient heating began at
t = 0 s and persisted at a constant flux for approximately
30 s, after which the heat flux was abruptly decreased to
zero. Natural convective cooling was assumed at the con-
denser side, with an estimated heat transfer coefficient of
�5 W/ (m2 K). Radiative heat transfer was also accounted
for (at the condenser side) in the calculation. The cold sur-
face was painted black, and modeled as a black body, with
an emissivity of unity. Temperature measurements were
made at the condenser plate using infrared thermal imag-
ing, with an estimated error margin of ±0.5 �C.

Stochastic open-cell nickel foam was used as the wick
material due to its high permeability and porosity, and
resulted in a substantial reduction in the pressure drop in
the fluid flow. Additionally, the solid ligaments in the foam
material are mechanically connected to the wall which
increases the effective thermal conductivity of the system
[26]. The model developed and presented here is intended
to analyze the transient thermal performance of such a flat
heat pipe and to evaluate the variations of temperature,
pressure and velocity fields in the system during the initial
transient phase.

1.2. Problem formulation

The flat heat pipe has a large mass, and was subjected to
a transient heating condition, where a considerable portion
of the applied heat is stored in the body of the flat heat
pipe, during its operation (high thermal capacity). The
analysis was based on the transient fluid flow and heat
transfer governing equations in order to understand the
transient behavior. The analysis is aimed at obtaining the
distributions of the velocity and temperature in the domain
by solving the appropriate governing equations, thereby
not requiring any simplifying assumptions such as that of
a uniform vapor temperature (as sometimes used in the lit-
erature); which is not physically justifiable since the present
problem deals with a highly transient condition.

The density field in the vapor varies with respect to time,
due to mass addition at the evaporator and mass depletion
at the condenser, within the calculation domain. This effect
was incorporated into the model by formulating the prob-
lem using the continuity equation, solved simultaneously
with the transient momentum and energy equations in
the field, written in the conservative form, as suggested in
the literature [23]. The thermal conductivity, specific heat
and dynamic viscosity were all assumed to be constant
and the porous medium (the saturated wick) was assumed
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to be isotropic, with constant permeability (K = 10�7 m2)
and porosity (u = 0.9).

The complete mathematical model for the problem is
described below, along with the domain of the analysis
and the boundary conditions. Due to the symmetry of
the problem in the y-direction, the height of the domain
of computation is taken as half of the physical domain
(see Fig. 2). The formulation involves the governing differ-
ential equations in the flow field, the conditions at the phys-
ical boundaries of the domain and the mass flux evaluated
at the wick-vapor core interface, which is detailed in the
following section.

2. The governing equations

2.1. Energy equation in the wall

The governing energy equation in the wall is the two-
dimensional unsteady heat conduction equation

qsCs

oT
ot
¼ r:ðksrT Þ: ð1Þ
2.2. Governing equations of the wick

Assuming incompressible flow, the mass conservation in
two dimensions can be expressed as:

oul

ox
þ oml

oy
¼ 0: ð2Þ

The fluid flow in the wick was analyzed using the extended
momentum equations for a porous medium. In the stan-
dard form, the augmented Navier–Stokes equations with
the Darcy, Brinkman and Forchheimer terms are utilized
in the analysis of the fluid flow in porous media [27]. In
the present formulation, an additional term is incorporated
in the extended momentum equations for the porous
medium, which has its basis in the differential statement
of the Young–Laplace equation. This takes into account
the effect of the change in the size of the capillary radius
along the liquid–vapor interface. For a flat surface and
constant capillary radius this term becomes zero, i.e., the
last term in Eqs. (3), (4). In the case of varying capillary
radius, Peterson [28] has observed that the difference in
the radii of curvature causes a pressure difference and
consequently pumps the liquid from a region with a large
capillary radius (condenser) back to a region with a low
capillary radius (evaporator).

The extended two-dimensional momentum equations
for the computation of the x and y-velocity components
in the porous wick are, respectively:

u�1
w

oul

ot
þ ul

oul

ox
þ vl

oul
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� �
¼ gx �

1

ql

opl

ox
þ tl

uw
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r2ql

rr � rx; ð3Þ

u�1
w
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þ ul

ovl

ox
þ vl
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¼ gy �

1

ql
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oy
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uw

r2vl �
tl
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vl

� CE

K0:5
j V
!

l
jvl �

2r cos h
r2ql

rr � rx: ð4Þ

Paek et al. [26] proposed an empirical correlation for the
pressure drop in the foam material. This expression uses
the friction factor as a function of the Reynolds number
based on the permeability:

f ¼ 1

ReK
þ 0:105: ð5Þ

Based on the empirical correlation given in Eq. (5), the
pressure drop in the foam material is computed as follows:

dp
dxj
¼ �fj

qlu
2
j

K1=2
: ð6Þ

The energy equation in the wick, for computing the tem-
perature field is given by:

cm

o

ot
ðT Þ þ cl V

*

�rT ¼ r � ðkeffrT Þ; ð7Þ

where the effective thermal conductivity of the wick is cal-
culated by the correlation proposed by Bhattacharya et al.
[29] for metal foams:

keff ¼ K½uwkf þ ð1� uwÞks� þ ð1� KÞ uw

kf
þ 1� uw

ks

� ��1

:

ð8Þ
The best fit value for K was found to be 0.35 [29]. The mean
specific heat, cm is calculated as suggested by Bejan [30] as
follows:

cm ¼ ð1� uwÞqsCs þ uwqlCl: ð9Þ
2.3. Vapor core

As previously explained, the conservative forms of the
governing equations are used for the computation in the
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vapor domain. The continuity equation used for comput-
ing the vapor density field is given by:

oqv

ot
þ oðqvuvÞ

ox
þ oðqvvvÞ

oy
¼ 0; ð10Þ

and the momentum equations for computation of the
velocity components are [31] the x-momentum equation
for computing u:

o

ot
ðqvuvÞ þ

o

ox
ðqvuvuvÞ þ

o

oy
ðqvuvvvÞ

¼ qvgx � uv

oP
ox
þ lv

o2uv

ox2
þ o2uv

oy2

� �
; ð11Þ

y-momentum equation for computing v:

o

ot
ðqvvvÞ þ

o

ox
ðqvuvvvÞ þ

o

oy
ðqvvvvvÞ

¼ qvgy � uv

oP
oy
þ lv

o2vv

ox2
þ o2vv

oy2

� �
: ð12Þ

The energy equation, neglecting the viscous dissipation
term, is used to compute the temperature field:

o

ot
ðcvT Þ þ o

ox
ðuvcvT Þ þ o

oy
ðvvcvT Þ ¼ kv

o
2T

ox2
þ o

2T
oy2

� �
: ð13Þ

For the temperature–pressure relationship in the vapor, the
ideal gas equation of state is used:

P v ¼ qvRT : ð14Þ
3. Boundary conditions

3.1. Front wall (evaporator side)

q00ðyÞ ¼ �k
oT
ox

����
x¼0

: ð15Þ

The heat flux distribution on the front wall was deter-
mined by a hybrid experimental and numerical data analy-
sis. The heat flux distribution caused by an impinging
propane flame on a flat surface was modeled by a probabil-
ity function [32]:
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q00ðyÞ ¼ A 1� exp � y � L
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( )

þ B

" #
: ð16Þ

The coefficients A and B in Eq. (16) were obtained by a
comparison of data from the numerical computation
and experiments conducted on a solid aluminum plate
to yield the temperature distribution on the back side of
the plate, the experimental facility used the same configu-
ration as the flat heat pipe as shown in Fig. 1. An itera-
tive procedure was adopted, with an initial assumption
of the two constants. The expression for the heat flux dis-
tribution was evaluated using an energy balance for the
solid aluminum plate subjected to pure heat conduction,
with convection and radiation heat transfer at the cold
side.

Based on a comparison of the calculated temperature
distribution at the back side of the plate with the experi-
mental data, the values of A and B were modified. This iter-
ative process was repeated until the difference between the
calculated temperatures and experimental values at the
center of the back side were less than or equal to 3.4%
for the first 40 s of the transient period. Fig. 3 shows the
results of this procedure, where a comparison of the exper-
imental and numerical results for the solid aluminum plate
are presented for t = 40 s.
3.2. Wall–wick interface

An energy balance at the interface between the flat heat
pipe wall and wick yields the following expression, which
was used as an interface boundary condition, assuming
negligible contact resistance.

�ks

oT
ox

����
wall

¼ �kw

oT
ox

����
wick

: ð17Þ
3.3. Liquid–vapor interface

The interfacial density, mass flux and temperature at the
vapor core–wick interfaces of the evaporator and con-
denser are specified below. The vapor is assumed to be fully
0.3 0.4 0.5
 m 

tribution on the back side of a solid aluminum plate, used in estimating the



Fig. 4. Linear approximation vs. the non-linear function given by Eq. (22).
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saturated, and its density is evaluated for the correspond-
ing temperature at the interface. At x = 0, 0 6 y 6 H/2.

qi ¼ qsatðT vÞ: ð18Þ
Several expressions have been proposed in the heat pipe

literature to evaluate the mass flux at the interface; some
are based on the kinetic theory while others examine energy
balances at the interfaces [20,23,33–39]. Ivanosvski et al.
[33] suggested that the processes of evaporation from,
and condensation on, a liquid surface must be considered
from the perspective of kinetic theory. According to Collier
[40] the condensation or evaporation process at the inter-
face can be evaluated in the form suggested by Silver and
Simpson [41] and referred to as the Kucherov–Rikenglaz
equation:

j ¼ 2r̂
2� r̂

� �
M

2pR

� �1=2 pv

T 1=2
v

� pl

T 1=2
l

" #
: ð19Þ

Eq. (19) is found to be sufficiently valid for low rates of
condensation or evaporation, ignoring non-equilibrium
interactions between the impinging and departing mole-
cules. Based on this formulation a detailed analysis was
performed to obtain a simplified expression for computing
the velocity and mass flux at the interface.

If the temperature and pressure of the liquid phase can
be expressed in terms of the temperature and pressure dif-
ferences at the interface as suggested in [42]:

p1 ¼ pv � Dp and T l ¼ T v � DT ; ð20Þ
then Eq. (19) becomes:

j ¼ 2r̂
2� r̂

� �
M

2pR

� �1=2 pv

T 1=2
v

� pv � Dp

T 1=2
v ð1� DT=T vÞ1=2

" #
: ð21Þ

Eq. (21) has a highly non-linear term containing the vapor
temperature, denoted by F:

F ¼ 1

ð1� DT =T vÞ1=2
: ð22Þ

By numerical approximation it is possible to reduce this
non-linear function into a simpler linear function G given
by:

G ¼ 1þ 1

2

DT
T v

: ð23Þ

Fig. 4 shows the non-linear function, F, and the linear func-
tion, G, for the interval 0 6 jDTj/Tv 6 0.1. The maximum
error for the linear function G with respect to F at jDTj/
Tv = 0.1 was found to be 0.388%.

For small pressure differences across the liquid–vapor
interface, substituting Eq. (23) into Eq. (21), the following
simplified expression can be obtained:

j ¼ 2r̂
2� r̂

� �
M

2pRT v

� �1=2 Dp
DT
� pv

2T v

� �
DT : ð24Þ

By applying the Clausius–Clapeyron equation to Eq. (24),
the mass flux at the interface can be obtained as:
m00i ¼
2r̂

2� r̂
hfg

T satvfg

M
2pRT sat

� �1=2

1� P 1vfg

2hfg

� �
DT : ð25Þ

In order to perform the numerical computation, it is more
useful to have an expression for the velocity of the vapor at
the interface, than to use the mass flux. From the continu-
ity equation at the interface:

m00i ¼ qiui: ð26Þ

Combining Eqs. (25), (26), the normal velocity of the vapor
at the interface can be expressed as:

ui ¼
2r̂

2� r̂
hfg

T satvfgqi

M
2pRT sat

� �1=2

1� P lvfg

2hfg

� �
DT : ð27Þ

To simplify the analysis, it is assumed that the interface is
at the saturation condition (Tsat = Tv), so that the inter-
facial density is given by:

qi ¼ 1=vg: ð28Þ

Eq. (27) then becomes:

ui ¼
2r̂

2� r̂
hfg

T v

M
2pRT v

� �1=2

� 1� vf ðT vÞ
vgðT vÞ

� ��1

� 1� pvðT vÞvfgðT vÞ
2hfgðT vÞ

� �
DT : ð29Þ

In order to simplify the expression in Eq. (29), W is defined
as a function which contains only thermodynamic proper-
ties, and depends on the vapor temperature:

W ¼ hfgðT vÞ � 1� vf ðT vÞ
vgðT vÞ

� ��1

� 1� pvðT vÞvfgðT vÞ
2hfgðT vÞ

� �
: ð30Þ

The function W is shown in Fig. 5, for temperatures be-
tween 25 and 160 �C. It was found that this expression
gives an almost linear variation, and W can be written in



Fig. 5. Linear approximation of W as function of the saturation
temperature in the vapor core.
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a simplified form using a straight line fitting procedure as
follows:

W

106
’ ð2:4491� 0:0028 T vÞ;

J

kg
: ð31Þ

This linearization simplifies the expression for the velocity
of vapor at the interface, given in Eq. (29), as follows:

ui ¼
2r̂

2� r̂
W
T v

M
2pRT v

� �1=2

DT : ð32Þ

It is apparent from Eq. (32) that the interfacial vapor veloc-
ity is inversely affected by the vapor temperature. This with
Eq. (26) also indicates that the velocity at the interface is
influenced by the thermodynamic function W, which de-
pends on the vapor temperature. The following equation
is used in combination with Eqs. (28) and (32):

ci

V i

Ac

dT
dt
¼ �kw

oT
ox

����
l�i

þ m00i hf þ kv

oT
ox

����
i�v

� m00i hg; ð33Þ

and the pressure at the interface can be calculated using the
Clausius–Clapeyron equation:

pi ¼ pv exp
hfg

Rv

1

T v

� 1

T i

� �� �
: ð34Þ
3.4. Other boundary conditions at the vapor core

At 0 6 x 6W, y = H/2

oT
ox

����
y¼H=2

¼ 0; ð35Þ

u ¼ v ¼ oq
oy
¼ 0: ð36Þ
At 0 6 x 6W, y = 0

oðCÞ
oy
¼ 0; ð37Þ

where C represents the convective terms in the y-direction
in the continuity, momentum and energy equations given
byqu, quv, and qcvT, respectively.
3.5. Boundary condition at the back wall

The heat transfer from the external surface of the back
wall is due to convection and radiation. For the radiative
portion, it is assumed that the outside surface of the back
wall behaves as a black body. The boundary condition at
the back wall was assumed to be a black body with natural
convection, which provides the cooling for the surface. The
convective heat transfer coefficient and the ambient tem-
perature were assumed to be constant:

�k
oT
ox

����
x¼w

¼ hðT � T1Þ þ erRðT 4 � T 4
1Þ: ð38Þ
3.6. Initial conditions

The initial conditions were assumed for a saturated
vapor and uniform temperature and pressure fields. It
was also assumed that the initial velocities were zero. These
conditions are stated below.

At t = 0:

T 0 ¼ 26:3 �C; P sat ¼ PðT 0Þ; qv ¼ qvðT 0Þ; ql ¼ qlðT 0Þ
ð39Þ

and

u ¼ v ¼ 0: ð40Þ
4. Numerical solution

4.1. Computational scheme

In order to capture the transient variations with mini-
mal round-off errors, and also to simplify the computa-
tional scheme, an explicit computational procedure was
employed. The physical domain was discretized into a
40 · 100 mesh, utilizing unequal grids in the x and y-direc-
tions, consistent with the physical dimensions of the flat
heat pipe. This produced a spatial grid size of 0.00127 m,
0.00044 m and 0.0023 m in the x-direction in the wall, wick
and vapor core, respectively, and 0.002794 m in the y-direc-
tion. The time step required for convergence was deter-
mined to be 0.00001 s using a trial and error process. To
overcome the instabilities in the vapor core, successive
under-relaxation was applied to the velocities and temper-
atures computed at each time step.
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Fig. 6. Validation of computational results by comparison with experimental results at the back side of the flat heat pipe at times t = 1, 10, 20 and 30 s.
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4.2. Experimental validation of computational results

Experimental data were obtained for the configuration
shown in Fig. 2. An infrared thermal imaging camera
located at the back side of the panel registered the tem-
perature field on that surface. The infrared camera was
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agree reasonably well during the transient time period
analyzed.
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Modeling the transient performance of a heat pipe is a
challenging problem, especially when the phase change at
the liquid–vapor interface and the radiative heat transfer
are included in the analysis. Fig. 6 shows that the numerical
data is in good agreement with the experimental data. Ini-
tially the temperature is constant and uniform throughout
the back panel, where as time progresses, it increased. After
a slight non-uniformity due to early transient effects
observed in the first 20 s, the temperature distribution
again becomes reasonably uniform throughout the surface
(as at t = 30 s). Convective and radiative effects were con-
sidered on the back side, with the assumption of the surface
acting as a black body.

5. Results and discussion

Given the reasonable agreement between the model and
experiments, the model can now be used to investigate the
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effect of a non-uniform input heat distribution on the per-
formance of a flat heat pipe. The temperature distribution
at the cold, i.e., the back side of the plate, the temperature
field in the system and the velocity distribution in the wick
and vapor core regions are the primary indicators of the
flat heat pipe performance. The phase change at the
liquid–vapor interface results in a complex numerical con-
vergence problem. Additionally, the analysis of the vapor
core using a conservative formulation to compensate for
the effects of mass addition and depletion causes instabili-
ties and the associated divergence. The analyzed process
corresponds only to a highly transient period of operation
of the flat heat pipe, which means that the mass flow rates
at the evaporator and condenser are essentially unequal.
Some of the mass added at the evaporator remains as
vapor, whereas some of it condenses in the cold regions.
Details of the numerical results are presented and discussed
in Figs. 7–10.
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Fig. 9. Temperature distribution across the flat heat pipe at times of 1, 10, 20 and 30 s.
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The effect of the vaporization rate at the interface
between the wick and vapor core at t = 10 s is shown in
Fig. 7. The results indicate that the velocities are small in
the wick. In contrast, the velocity in the vapor core is sev-
eral orders of magnitude higher than that in the wick; with
the effect being characteristic of the densities of the two
phases of the working fluid. Continuous vaporization at
the interface induces the velocity field in the vapor core;
in the present case the vapor generation was modeled using
kinetic theory, under the assumption of a moderate tem-
perature drop at the interface (Eq. (32)). At the interface,
the liquid–vapor temperature difference is indirectly deter-
mined by the non-uniform input heat transfer rate.

The temperature distribution obtained from the compu-
tation, at the hot (front) and the cold (back) faces of the
flat heat pipe heat spreader, at 1, 10, 20, 30 s, are presented
in Fig. 8. The temperature distribution at the hot side is
non-uniform due to the applied non-uniform heat input,
and its magnitude increases with respect to time. At the
back side of the flat heat pipe, the temperature distribution
is much more uniform, which is essentially what is expected
from the use of the flat heat pipe. The phase change process
and the resulting heat pipe effect inside the system are
responsible for the uniform distribution obtained at the
cold side of the device. This flattening of the temperature
distribution at the condenser side makes it possible to cool
this face effectively using an external coolant since the heat
can be dissipated over the entire surface, allowing the entire
back surface to be used in the heat rejection process.

At the evaporator, the conversion of the working fluid
from the liquid to the vapor phase requires that a consider-
able amount of energy be transferred from the working
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fluid to the vapor. The velocity imparted to the vapor
assists in this energy transport from the evaporator to the
condenser. The combined effect of the phase change and
fluid transport in the vapor core makes the flat heat pipe
operational. The condensation process in the wick at the
back side of the heat spreader, which takes place at an
almost uniform temperature, allows the condenser side of
the heat spreader to attain a more or less uniform external
temperature.

Fig. 9 illustrates the temperature contours across the flat
heat pipe at times of 1, 10, 20 and 30 s. As illustrated, the
hottest region is located at the center of the front side,
where the non-uniform heat is applied. A significant tem-
perature drop is observed in the wick as a result of the
small effective thermal conductivity and heat capacity of
the metal foam wick, compared to the aluminum wall. Ini-
tially, the temperature difference in the vapor core is appre-
ciable, but as the process continues it becomes more
uniform. The fluid transport improves as the process pro-
ceeds in time, inducing a clear distribution of temperature
in the vapor core. The contour plot of the temperature field
reveals that the heat rejection at the condenser side is at an
almost uniform temperature. Fig. 8 shows more details of
the temperature distribution at the cold side of the heat
spreader.

A comparison can be made between the flat heat pipe
and a mass equivalent solid plate, of the temperature distri-
bution on the back side. An appreciable difference is
observed in the temperature distribution on the back side
for a solid plate and flat heat pipe. In the case of the solid
plate, Fig. 10(a), heat is only transferred by conduction and
the temperature distribution on the back side follows a
similar pattern as the front side, where an obvious peak
is observed at the center. Alternatively, the temperature
distribution on the back side of the flat heat pipe,
Fig. 10(b), is much flatter than that of the solid plate,
and is distinctly different than that of the front side, indi-
cating that significant thermal spreading has occurred. In
addition, the use of a phase change in the working fluid
results in a tremendous thermal capacity, which helps to
maintain the temperature at a relatively low level for the
heat flux applied.
6. Conclusions

A mathematical model of heat transfer and fluid flow in
a flat heat pipe was developed and used to evaluate the
effects of a non-uniform input heat flux distribution, on
the temperature and velocity fields within the thermal
spreader. The analysis of the flat heat pipe included the
wall, wick and vapor core components. The analysis was
performed for the early transient response of the flat heat
pipe design. A constant non-uniform heat flux was mod-
eled at the evaporator side and a constant heat transfer
coefficient at the condenser side was assumed. The model
also incorporated radiative cooling from the heat spreader
wall.

The numerical results were compared with experimental
data and good agreement was observed. It was found that
the temperature distribution on the back side of the flat
heat pipe was uniform, indicating the thermal spreading
effects of the flat heat pipe.
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